


Bottom Line Up Front 
● A digital tsunami is coming - The USG is at a pivotal decision point and cannot afford 

inaction.
● A whole-of-government approach is needed to modernize declassification.
● Reducing backlog and improving efficiency will improve transparency and ensure 

ongoing protection of classified information.
● Capabilities, requirements, frameworks, and implementation strategies to acquire 

holistic solutions are being developed.
● Testing and evaluation in collaboration with potential transition partners is 

critical.
● The current effort is built upon the success of the OUSD (I&S) initial investment in 

ARLIS and continued investment in declassification modernization
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Agenda
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● Current state of declassification
● DoD efforts 

○ Engagement with declassification partners & components 
○ Systems engineering approach to modernization 
○ Reviewer augmentation capability testing 

● Potential Collaborations 
● Next Steps
● Open Discussions



Setting the Scene: Establishing the Need for Modernization of 
Classified Information Management
● “Digital tsunami” and exponential growth of electronic classified information; 

current architecture not designed to handle this magnitude
● Declassification offices have the same amount of resources but a rapidly 

expanding volume of work
● Frameworks and strategies must be developed now while maintaining a holistic 

view of the classification, records management, and declassification program 
requirements
○ Focus on tool capabilities and metrics that can be of benefit across programs
○ Determine appropriate acquisition program development and life cycle for supporting 

tools that meet the users’ needs
○ Streamline associated policies, procedures, and guidelines
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ARLIS Project PhilosophyApproach and Philosophy: User-Centric
● Declassification is — and must remain — inherently human-

centric to protect classified information
○ Technology will never supplant humans, but could augment them
○ Recognized disparity between DoD-wide needs (e.g., oversight, monitoring) 

and reviewer needs (e.g., task conduct, accuracy, workflow management)

● Capability testing for state-of-the-art tools and technologies 
that is independent of a specific component or type of 
review
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Systems Engineering Approach: ADR
● Future Characteristics

○ Semi-automated
○ Technology augments 

the reviewer 
○ Digital documents 

with configuration 
management and 
control

● Similar results for 
MDR
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Black Box AI Prediction

9

Black Box 
Model (e.g., 

LLM)
Predict Text 
with exemptions

• Lacks transparency & provenance 
• If model is incorrect, it would need to be fully replaced
• Modularity is limited 
• Lacks explainability



Mapping individual exemptions to AI models 
(White box approach)
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White Box Model

Predict Text with 
exemptions

• Each exemption rule is mapped to a model
• Contextual understanding models, combined with other AI/ML/NLP models 

mapped to declassification exemptions (business rules) can bridge the gap 
between CONTENT and CONTEXT – Lead to identification of sensitive or 
classified material—aka “THE WHY”– information is flagged for protection in 
accordance with Declassification Guide Exemptions

• If model is incorrect, it can be updated
• Modularity is built into the system  
• Each model can be explained
• LLMs can still have a place, if the right mode for the job 
• Allows for training data to be saved for the future 

NER 
(countries) + 
keywords

NER (rates) + 
keywords
Embedding Context for 
acquisition topic

1.6 E.g Intel sources & methods 
exemption
1.7 E.g. intel sources & methods 
exemption

2.1 E.g. WMD exemption
2.2 E.g. WMD Exemption

• “Year Zero to Year 5” Approach
• Annotated data from 

Declassification SMEs will 
improve the accuracy of the 
models to a high confidence level 
that they will identify sensitive 
information as intended



Classified 
Documents

Markings: check for 
markings (e.g., 
SCI, RD/FRD, 
NATO)

Other Agency 
Equities: DoD and 
USG

Unmarked Equities: 
unmarked RD/FRD 
or intel

Augmentation: 
Context needed 
exemptions

Prediction: Auto kill 
exemptions

Not 
Released

Declassified Documents

Withdraw/Exclusion

Exempt

Refer

Exempt

Exempt



Classified 
Documents

Markings: check for 
markings (e.g., 
SCI, RD/FRD, 
NATO)

Other Agency 
Equities: DoD and 
USG

Unmarked Equities: 
unmarked RD/FRD 
or intel

Augmentation: 
Context needed 
exemptions

Prediction: Auto kill 
exemptions

Not 
Released

Declassified Documents

Withdraw/Exclusion

Exempt

Refer

Exempt

Exempt

This step needs to occur in correct networks 
or spaces
• OCR identifications
• Check for portion markings
• Classified Keywords search 



Classified 
Documents

Markings: check for 
markings (e.g., 
SCI, RD/FRD, 
NATO)

Other Agency 
Equities: DoD and 
USG

Unmarked Equities: 
unmarked RD/FRD 
or intel

Augmentation: 
Context needed 
exemptions

Prediction: Auto kill 
exemptions

Not 
Released

Declassified Documents

Withdraw/Exclusion

Exempt

Refer

Exempt

Exempt

Working with DOE and CIA will 
enable identification of unmarked 
RD/FRD and intel equities



Classified 
Documents

Markings: check for 
markings (e.g., 
SCI, RD/FRD, 
NATO)

Other Agency 
Equities: DoD and 
USG

Unmarked Equities: 
unmarked RD/FRD 
or intel

Augmentation: 
Context needed 
exemptions

Prediction: Auto kill 
exemptions

Not 
Released

Declassified Documents

Withdraw/Exclusion

Exempt

Refer

Exempt

Exempt

Identifying other equities from other 
USG agencies and DoD 
Components needs to involve having 
models trained on their data. 
• DoS
• NGA
• Army 



Classified 
Documents

Markings: check for 
markings (e.g., 
SCI, RD/FRD, 
NATO)

Other Agency 
Equities: DoD and 
USG

Unmarked Equities: 
unmarked RD/FRD 
or intel

Augmentation: 
Context needed 
exemptions

Prediction: Auto kill 
exemptions

Not 
Released

Declassified Documents

Withdraw/Exclusion

Exempt

Refer

Exempt

Exempt

Certain exemptions can be 
automated based on needs of the 
specific exemptions. This would 
include single keywords or dirty word 
lists. These type of models could 
easily be shared with other agencies 
for referrals as well. 



Classified 
Documents

Markings: check for 
markings (e.g., 
SCI, RD/FRD, 
NATO)

Other Agency 
Equities: DoD and 
USG

Unmarked Equities: 
unmarked RD/FRD 
or intel

Augmentation: 
Context needed 
exemptions

Prediction: Auto kill 
exemptions

Not 
Released

Declassified Documents

Withdraw/Exclusion

Exempt

Refer

Exempt

Exempt

Other exemptions will always require 
human review. Context expansion 
type algorithms are needed to 
provide the reviewer with the 
appropriate context. 



Summary of Briefings
● DoD  

○ Army G2
○ Army CIO
○ Army OSINT
○ Army SAP
○ CDAO – Task Force Lima (TFL)
○ Declassification Program Advisory Group (DPAG) 
○ DoD INFOSEC Senior Leaders (DSEAG/EXCOM)
○ NGA
○ SAF/AA 
○ SAF/AQ

● USG Declassification Components 
○ CIA
○ Department of Energy 
○ Department of State
○ ODNI 
○ NSA
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● Other USG and Allies 
○ DIA InfoCon
○ NATO
○ NSC Classification and Declassification Information 

Management Sub-IPC
○ Public Interest Declassification Board (PIDB) x2 
○ SSCI/HSGAC/SASC

● Non-Declassification
○ Department of State FRUS
○ OMB
○ OUSD(I&S) FOIA
○ OUSD(I&S) Foreign Disclosure
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Capability Testing: Operationalizing the Declassification Guides

● Focused on declassification process Review functions
● Development performed at the unclassified level to apply and 

demonstrate state-of-the-art capabilities
● Anticipated continuous development and integration of 

technological improvements by using modular software (e.g., 
Natural Language Processing (NLP) models evolve)

● Operationalized the Declassification Guides (DGs) by working 
with declassification reviewers to identify potential 
augmentation capabilities
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Named Entity Recognition
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Description

A machine learning-based tool that 
identifies key phrases (“named 
entities”) in a body of text and 

categorizes them (e.g., product, 
ordinal number, person, etc.). 

Raw text of a document 

Input Output

Words or phrases from the text 
tagged with an entity label based 
on what the model can recognize 
(e.g., “Agent Orange” => “Product”, 
“Fifty pounds” => “Amount”) 

Expected Use Case
- Quickly identify terms and 

categories (e.g., location or 
product) of interest to a 
reviewer



Contextual Search – Named Entity Recognition (NER)
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*Demonstration 
data is unclassified

Search for context in 
documents around a 

selected word

Custom “context” on each 
side of the word

Align word or phrase of 
importance to allow 

reviewer to quickly review 
multiple passages



Contextual Search – Named Entity Recognition (NER)
UNCLASSIFIED

UNCLASSIFIED

22 *Demonstration 
data is unclassified

Next 
Capability



Concordance
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Description

Concordances are essentially an on-
demand search tool for a set of 

documents. Concordances are used to 
quickly scan through a user-specified set 
of documents and display exactly where 
certain words/phrases are located, along 

with their context.

Multiple Documents 

Input Output

A display containing the portions 
of the documents, if any, that the 
tool highlights as containing 
matches to the search.

Expected Use Case
- Quickly expanding context 

around a specific word or 
phrase among multiple 
documents



Multi Search
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Description

An NLP/machine learning-based 
tool that searches a set of 

documents for all instances where a 
given set of words/phrases occur 

near each other

Raw text from a set of 
documents
A list of keywords/phrases to 
search for

Input Output

A display containing the portions of 
the documents, if any, that the tool 
highlights as containing matches to 
the search. 

Expected Use Case
- Identify when multiple words 

appear together in various 
contexts 



Contextual Search – Multi Search
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*Demonstration 
data is unclassified

Custom searches of 
individual or multiple 

words or phrases
Provide context by 

displaying 
surrounding 
sentences, 

paragraphs, or 
documents

Different types of 
search: 

Basic – exact match
Lemmatized –

match stems (e.g., 
military = militaries)
Similarity – match 

synonyms

Next 
Capability



Contextual Search – Multi Search
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*Demonstration 
data is unclassified

Meta data around 
individual words or 

phrases
Searches among 

multiple documents
Search for “U.S. military” 

provides sentences that contain 
U.S. + military even if not next to 

each other



Contextual Search – Multi Search
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*Demonstration 
data is unclassified

Displays “1974” + 
“Saigon”

Finds “M-16 rifles” + “died” even 
though query is “dying”

Queries can be tailored for 
individual exemptions from DGs



Exemption-based Search
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*Demonstration 
data is unclassified

Next 
Capability



Exemption-based Search
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*Demonstration 
data is unclassified

Pre-made exemptions can 
be highlighted in actual text

Can edit exemptions as needed

Exemption 1.4 looks for 
Agent Orange or Napalm

Exemption 1.6 looks for 
references to Neutral 
Countries in Vietnam



Exemption-based Search
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*Demonstration 
data is unclassified

Create custom filters for 
exemptions, e.g., War + Date

Hovering over text illustrates why 
the text was highlighted



31
*unclassified, real cable

0.9 exempt threshold

0.1 declass threshold

DoS 
Model

Exempt?

Declass?

Unsure? Further 
Review

P
r
e
d
i
c
t
i
o
n

S
c
o
r
e

Department of State Model

Prediction?



32*unclassified, real cable

Augmenting Department of State Model – DoD contextual understanding models combined with 
the DoS approach, can provide the “WHY” information is sensitive

DoD 
Model Possible Exemption 1.1

Unsure
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DoD to provide:

• DoD to provide test 
documents

• ARLIS to provide 
methodology and 
algorithms  

Goal:
The goal of this effort is to 1) determine applicability of DoD methods for Kyl Lott and other DOE equities and 2) 

learn more about DOE declassification modernization efforts.

Impact
This partnership is expected to reduce the workload of the DoD reviewer in identifying DOE equities.

Potential Pilot Partner – Department of Energy (DOE) 

DOE to provide:

• DOE to provide SCGs
• DOE to discuss their 

methods for 
declassification

Task Summary &
Resource Needs

• Cleared developers with CNWDI 
• Classified development environment
• Reviewers from both DoD and DOE
• DOE SCGs and DGs 
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DoD to provide:

• DoD to provide test 
documents

• ARLIS to provide 
methodology and 
algorithms  

Goal:
The goal of this effort is to 1) test applicability of DoD methods in DoS pipelines, 2) test applicability of cable AI 

algorithms on DoD documents, and 3) potentially test needs for referral process between DoD and DoS 

Impact
This partnership is expected to demonstrate the value of DoD augmentation methods on the declassification 

process and to illustrate streamlined USG collaboration for HS development projects 

Potential Pilot Partner – Department of State (DoS)

DoS to provide:

• DoS to provide test 
documents

• DoS to provide HS 
compute infrastructure

• DoS to provide DGs 

Task Summary &
Resource Needs

• Cleared developers 
• Classified development environment
• Reviewers from both DoD and DoS
• DoS DGs 



UNCLASSIFIED

UNCLASSIFIED 35

This team to provide:

• ARLIS to provide 
methodology and 
algorithms  

Goal:
The goal of this effort is to 1) determine best practices for using NLP methods with classification and 2) test the 

CoNGA SCG workflow using ARLIS methods 

Impact
This partnership is expected to study the impact of DoD declassification methods on classification. 

Potential Pilot Partner – NGA

NGA to provide:

• NGA to provide SCGs

Task Summary &
Resource Needs

• Early stages, but could potentially 
demonstrate ARLIS methods with the 
NGA CoNGA SCG and subsequent 
classification 

• Potential to test CoNGA methodology 
with RISC 2023 project 



Phase 3
● Agile development

○ Ability to move priorities based on DoD/USG needs and new state of the art capabilities 
○ Continuously updated pipeline of activities and tasks

● Flexible deliverables 
○ Briefings
○ Reports (executive level, working level, publicly available)
○ Biweekly meetings with stakeholders
○ Interviews as necessary of key components 
○ User testing of key declassification tools

● Goals
○ Continued development of technological solutions for declassification process augmentation and 

improvement
○ Tool and software acquisition strategies
○ Implementation and transformation frameworks
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Phase 3 Plan
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Year 1 (June 2023 – June 2024) Year 2 (June 2024 – June 2025) Year 3 (June 2025 – June 2026)

Continued L/S Capability Development

Requirements document for tools and solutions 

Acquisition Strategies and Frameworks

Integration and Implementation Framework and Strategy

H/S Capability Development

Testing Scalability of Tools

System Architecture Development

Policy and Meta Data Analysis



Summary
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● A systems engineering approach enables AI/ML/NLP tools to improve 
declassification procedures

● Improvements can be made now, while still planning for the future
○ This approach can also be used at the origination of classified document creation 

● Multiple deliverables
○ 80+ page report (publicly releasable) 
○ 5-page executive summary (publicly releasable) 
○ Briefing deck (without videos) (publicly releasable) 
○ 1-page “glossy” (publicly releasable) 

● A whole-of-government approach is needed
○ Interagency collaboration
○ Strategic pilots
○ Identifying, testing, and evaluation of potential transition partners and subsequent 

capabilities
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Thank You!
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Michael Brundage, Ph.D
ARLIS: mbrundage@arlis.umd.edu 

IC: michael.brundage.ctr@osdj.ic.gov

Applied Research Laboratory for Intelligence and Security
University of Maryland

College Park, Maryland 20742

www.arlis.umd.edu

Supplemental graphics used in this presentation were provided by PRESENTERMEDIA and Adobe Stock



Disclaimer
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The views, opinions, and/or findings contained in this document 
are those of the University of Maryland’s Applied Research 
Laboratory for Intelligence and Security and should not be 
construed as an official United States government position, 

policy, or decision. University of Maryland Proprietary 
Information, not for distribution.


	Slide Number 1
	Bottom Line Up Front 
	Agenda
	Setting the Scene: Establishing the Need for Modernization of Classified Information Management
	Slide Number 5
	Slide Number 6
	Approach and Philosophy: User-Centric
	Systems Engineering Approach: ADR
	Black Box AI Prediction
	Mapping individual exemptions to AI models (White box approach)
	Slide Number 11
	Slide Number 12
	Slide Number 13
	Slide Number 14
	Slide Number 15
	Slide Number 16
	Summary of Briefings
	Slide Number 18
	Capability Testing: Operationalizing the Declassification Guides
	Named Entity Recognition
	Contextual Search – Named Entity Recognition (NER)
	Contextual Search – Named Entity Recognition (NER)
	Concordance
	Multi Search
	Contextual Search – Multi Search
	Contextual Search – Multi Search
	Contextual Search – Multi Search
	Exemption-based Search
	Exemption-based Search
	Exemption-based Search
	Slide Number 31
	Slide Number 32
	Slide Number 33
	Slide Number 34
	Slide Number 35
	Phase 3 
	Phase 3 Plan 
	Summary
	Slide Number 39
	Thank You!
	Disclaimer

